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SUBROUTINE PROBDIF

INTRODUCTION

Given n independent points xl, x2 , ... , xn from the density f,(-) and m
independent points yl, Y2, ".., Ym from the density fy(.), we wish to deter-
mift :tu probability that

fx(Z) - g(Z)
fy(Z) - g(Z-w)

That is, we wish to determine the probability that one density is shifted by
w from the other density. Since we do not want to assume anything about the
density g(.), we will employ a nonparametric procedure.

GENERAL DESCRIPTION OF TECHNIQUE

If the x's and y's come from the same density, there are (m+n)!/n!m!
possible orderings of the points; and each ordering is equally likely. If
there are n' x's smaller than any y and m' y's larger than any x, the prob-
ability that the x's and y's come from a different density is equal to the
probability of obtaining any sequence that starts with n' or more x's and
ends with m' or more y' s,

As an example of this procedure, let us assume that there are 3 x sam-
ples 1.0, 2.0, and 3.0 and 3 y samples 3.5, 4.5, and 5.5. Given these
examples, there are 20 possible orderings for the samples and these order-
ings are listed in Table 1. The probability that the x points are W less
than the y points is given in Table 2. For u-0 the sequence has 3 x's
followed by 3 y's. Only sequence #1 satisfies this condition and its
probability of occurrence is 0.05. Thus, the probability that the samples
do not come from the same density is one minus this probability or 0.95.
For wl, the sequence starts with 2 x's and ends with 2 y's. Sequences
41 and #2 satisfy this condition, their probability of occurrence is 0.10,
and the probability that the samples do not come from the same density is
0.90. For ,-2, the sequence starts -with an x and ends 4ith a v. Sequences
#1, 42, #3, #5, 16, and J8 satisfy this condition, their probability is
0.3, and thus the probability that he samples do not come from the same
density is 0.7. When the seauence starts with y's and ends in x's, the
probability of occurrence of the sequences equals the probability tnat the
samples do not come from the same density; i.e., one does not have to sub-
tract the sequence probabilities from 1.

When the number of samples is a moderate number, it becomes impractical
to enumerate all possible sequences. For instance, if n-m-15, the number of
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Table 1 - Possible Sequences

Sequence # Sequence

I xxxyyy
2 xxvxyy
3 xxyyxy
4 xxyyyx
5 xyxxyy
6 xyxyxy
7 xyxyyx
8 xyyxxy
9 XYYXYX

10 xyyyxx
11 yxxxyy
12 VxxVxy
13 yxxyyx
14 yxyxxy
15 yxyxyx
16 yxyyxx
17 yyxxxy
18 yyxxyx
19 yyxyxx
20 yyyxxx

Table 2 - Probability that the density of the x points shifted by
u is less than the density of the y points.

11 Probability

.95

.90
2 .70
3 .30
4 .10

5 .05



possible sequences is greater than 108. Consequently, we will discuss a
different technique for calculating the probability of the various sequences
without enumerating them. This technique will also handle the cases where
the smallest and largest samples come from the same set of points.

SPECIFIC TECHNIQUE

Let us first define NSx as the number of x's which are smaller than all
of the y's and NSy as the number of y's which are smaller than all of the
x's. Similarly, defi-.e NLx as the number of x's which are larger than all
of the y's and NLy as the number of y's which are larger than all of the
x's. Note that if NSx > 0, then NS -0; and if NSy > 0, then NSx = 0.
Similarly, if NL > 0, then NLy- OT and if NL > 0, then NLx = 0. Based on
these four values (NSX, NSy, N x and NLy), four different cases are possible:

1. NSx > 0 and NLy > 0,
2. NSy > 0 and NLx > 0,
3. NSx > 0 and NL, > 0,4. NSy > 0 and NLy > 0.

Each of these cases will now be discussed and a formula will be generated
to calculate the probability that the x data set comes from a density which
has a smaller location parameter than the y density.

Case 1: NS,>O and f , >0

If NSx - n, that is all the x's are less than all the y's, the proba-
bility of obtaining the first x in the sequence is n/(m+n), the probability
of obtaining the second x in the sequence is (n-l)/m+n-l), and the proba-
bility of the third x is (n-2)/m+n-2), and the probability of the i-th x is
(n+l-i)/(m-nal-i). Consequently, the probability of this sequence is

n n-l n-2 1 = n!m!
m+n m+n-i m+n-2 m+l (m+n)! (1)

If NSX < n, let i be in the range NSx < i < n; and let i be the exact
number of x's which start a sequence. The probability that exactly i x's

start a sequence follows from the above argument and equals

n n-l n+l-i . n! (m+n-i)!
m+n m+n-l m+n+l-i (n-i)! (m+n)! (2)

Since the sequence starts with exactly i x's, the next sample must be a V;
and the probability of this y is

m

(m+n-i) (3)

So far we have considered i+l samples: i samples coming from the x set and
1 sample coming from the y set. Let us now assume that the sequence ends
with exactly j y samples. This sequence of y samples must be proceeded by
an x, and the probability of this x is

3



n-i

m+n-i-i (4)

Finally the probability of ending with j y samples is

m-i m-2 M-J = (m-I)! (m+n-i-j-2)!
m+n-i-2 m+n-i-3 m+n-i-j-1 (m-j-l)! (m+n-i-2)! (5)

Thus, the probability Pi4 of all. the sequences that start with exactly i x's
and end with exactly J y s is the product of expressions (2), (3), (4), and
(5), i.e.,

p , n! (m+n-i)! m n-i (m-l)! (m+n-i-j-2)!
i (-ij)! (msn)I (r+n-i) (m+n-i-l) (m-j-l)! (r+n-i-2)! (6)

Simplifying this expression, one obtains

p = n!m! 1 (m+n-i-J-2)!
ii (m+n)! (n-i-l)! (m-j-l)! (7)

For example, if m-ni-3, i-2, and j-1, Pij a 1/20, which corresponds to
sequence #3 in Table 1. If m-n-3, i-l, and J=l; Pij - 2/20, which corre-
sponds to sequences #6 and #8 in Table 1. Equation (7) is valid for NS, <
i < n and NLy < j < m. Thus, the probability of obtaining sequences which
start with at least NSx x's and end with at least NLy y's can be obtained by
sutming Eq. (7) over the proper ranges of i and j and adding expression (1)
to this sum. Consequently, by subtracting this probability from 1, one
obtains the probability that the x points come from a density which has a
smaller location parameter that the y density has. The desired probability
is

n-l M-1
p I- n!m! 1 +i 1 [7' (m+n-i-j-2)!(re+n) ! E (n-i-l) ! E(m-j-l) !(8

1 i N Sx  Ij -NLy

Case 2: NS > 0 and NL, > 0

This case is the dual of case 1. If we let NSy < i < m and NL < j < n,
the revised Eq. (8) would yield the probability that the y's are less than
the x's. The probability that the x's are less than the y's is 1 minus this
probability or

m-ni n-I _

p n~m! 1 + 1 [ : (m+n-i-j-2)!
(nm)!(m-1-i)! n-j l) (9)

i-tNSy j=NLX

Case 3: NSx > 0 and L > 0

This case is likely to occur if n >> m. If NS. = NLx, the desired
probability is
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P - 0.5 .10)

If NSx ' NLx, let NS - Minimum (NS,, NL x ) and let NL = Maximum (NS., NL,).
Then, the sequences of interest are those sequences which start with NL 3r
more x's and end with either NS or less x's or any number of y's. The
probability that a sequence starts with n x's and ends with m -'s is given
by expression (1). Let i be in the range 'L < i < n and let i be the exact
number of x's which start a sequence. The probability that exactly 4 x's
start a sequence is given by (2). Since the sequence starts with exactly i
x's, the next sample must be a y; and the probability of this y is given
by (3). So far we have considered i+l samples: i samples coming from the
x set and I sample coming from the y set. Let us now assume that the
sequence ends with exactly j x samples. This sequence of x samples must
be proceeded by a y, and the probability of this y sample is

m-1
min-i-i (11)

The probability of ending with j x samples is

n-i n-i-l n-i-j+l . (n-i)! (m+n-i-j-2).
m+n-i-2 ti-3 "--3 mn-i-j-l (n-i-j)! (mi--i-2)! (12)

The possible values of j are from I to NI wjere NI is the minimum of NS and
(n-i). The probability of starting a sequence with exactly i x's and end-
ing it with exactly j x's is the product of (2), (3), (1i), and (12)

nI (m+n-i)! m m-I (n-i)! (min-i-j-2)! (13)

(n-i)! (m-n)! (m-n-i) (m-n-i-I) (n-i-j)! (r+n-i-2)!

which simplifies to

n!m(m-l) (m+n-i-j-2)!
(m+n)! (n-i-j)! (14)

The sequences of interest which start with exactly i x's can also end with
j y samples and this probability is given by (7). Combining (7) and (L4)
and summing over the proper values of i and j, one obtains

n-1 '4I
' n! m!_ + n m(m-l) m+n- i- - 2)

(min)! (iLn)! -
i-NL j-1

+ n!m! i ' (n--i-j - 2)'
(re~n!! (n-i-I)[!( - - !: "

j-[

Rearranging terms, one obtains
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P m !!! i - 1 (m+n-i-j-2)!
(re+n) ___( -2)!

i-NL j=

j-1 j

Finally, if NSx > X-

P 1 - (17)

and if NLx > NSx

P P 18)

Case 4: Ns > 0 and NI > 0

This case is the dual of case 3. Letting NS = Minimum (NS., NLy), NL =

Maximum (NSy, NLy), and N2 be the minimum of NS and (m-i), the probability

P' is given by

p? _ + 1 2 (m+n-i-j -2)! +
(me+n) ! E [( -- 2 )! L ra-i- ) !

i,,NL =i

n-I

1. ' (re+n-i-j-Z

(M-i-I) (n-j-l)! 19)

j-i

If NSy > NL,

P - 2' ; 0O)

and if NL, > AS,

P = i -2'. (1

SUBROUTINE PROBDIF

Depending on the values of NSx, %S,, NL, and NLv, the desired proba-
bility is given in Eq. (8), Eq. (9), Eqs. (lb-13), or Eqs. (19-21). All

of these equations involve double summations over factorials an' z.lie cjm-
putation time will vary as n3 (or 13 ) if these formula are implemented

6



directly. However, since the terms involve factorials, iterative formulas
can be developed and the computation time can be made proportional to n2.
Such a technique was incorporated into subroutine PROBDIF which calculates
the desired probability.

The calling sequence for the subroutine is

CALL PROBDIF (nx,x,ny,y,xdb,prob,iset)

where

nx is number of points from the x distribution
x(.) are points from the x distribution
ny is number of points from the y distribution
y(.) are points from the y distribution
xdb is the db difference to be tested
prob is the probability of a xdb difference
iset-l indicates that points have already been

ordered from smallest to largest.

Note, if successive calls are made to PROBDIF with different values of
xdb, iset should be set to I after the first call to minimize computation
time. A Fortran listing of PROBDIF is given in appendix A.

SUMMARY

Given two sets of data, this report describes a technique for deter-
mining the probability that the first density is a shifted version of the
second density. We assumed nothing about the density and used a auoIpara-
metric procedure based on the smallest and largest samples of the combined
data set. A computer program was written to calculate the desired
probability.

7



APPENDIX A

subroutine probdif(nx,xny,y,xdb,prob,iset)
c
o calculates probability that x distribution is x dB less
o than y distribution
0
o nx is number of points from x distribution
o x(.) are points from x distribution
c ny is number of points from y distribution
c y(.) are points from y distribution
0 xdcb is the db difference to be tested
c prob is the probability of a xdb difference
o iset-1 indicates that points have already been ordered
0

dimension x(100),y(100),xo(100).yo(100)
if (iset.eq.1) go to 70
n-nx+ny

Cc ordering of x points

do 5 i-lnx
5 xo(i)-x(i)

if (nx.eq.1) go to 30

do 20 i-1,nx-I
do 10 J-i+l,nx
if (xo(i).lt.xo(J)) go to 10
t-xo(j)
xo(j)-xo(i)
xo(i)-t

10 continue
20 continue

o3 ordering of the y points
c

30 do 35 i-Inv
35 yo(i)-y

if (ny.eq.l) go to 70



do 60 i=l,ny-1
do 40 j =i 'fly
if (yo(i).t+..yo(j)) go to 40

yo (i ) t
60 continue

70 continue

70 cntmi steeo zpit esthny()x~

0 nsmalJly is the * of y points less than yo(1>-xdb
C saliste*oypons'esta ol-d

nscl=
nsmallx-0

do 80 i-Inz
if (xo(i).gt.yo(l)-xdb) go to 85
nsmallx-nsmallx+l2

80 continue

85 if (nsmallx.eq.0) go to 95
go to 120

95 do 100 J-1,ny
if (xo(l).lt.yo(j)-db) go to 105
nsmally-nsmalJly+l2

100 owntinue

105 continue
0
o nlaz'gey is the * of y points greater than xo(ax)-xdb
o nlargex is the * of x points greater than yo(ay(-xdb

120 nJ~argey-0
nJ~argex-0

do 130 j=1,ny
.JJ-ny+!-j

if (yo(jj).1lt..xo(nxl-xdb) go to 135
nJlargev-niargey-I

130 continue

135 if 'nJlargey.eq.0) go t.o 1.4
go to 170

10



145 do 150 i~i,Dx
ii-nx+l-i
if (yo(ny).gt.xo(ii)>xdb) go to 155
nlargex=fll&Tgex+ I

150 continue

155 continue

170 continue

o calculation of probabillity

prob-0.0
nixp-nx+ 1
nyp-rny+ 1
np-n+ 1
if (nsmallx.gt.0.and.nlargey.gt.0) go to 200

if (nsmally.gt.0.afd.nlrgegt .0) go to 300

if (nsmallx.gt.0.afld.nll&geZgt .) go to 400

if (nsmally.gt.o.afd.nlargey.gt . ) go to 500
print 50

50 format (C impossible condition
return

0
0 case *1 nsmaJ.Jx0O and alargey0O
0
200 f-i.

do 250 i-nsmallx,flx
if (i.gt.nsmallz) go to 210

do 205 J-i,nsnalj.Z
nxzp-nxp-1
np-np-i
f-.(f*nxp) /np

205 continue

if (i.lt.nx) go to 210
208 h-i.

go to 245
210 if (i.eq.nx) go to 208

nxp-nxp-1
np-np-i

rn-np-i
nyp-ny
g-(i. nyp)/m

do 240 j-nlargey,ny-1
if (j.gt.nlargey) go to 230



do 225 k=i,nlargey
nyp-nyp- i

g=(g'nyp)/rn
h-g

225 continue

go to 240
230 nyp-nyp-i

g-.(g~nyp)irn
h-h+g

240 continue

245 prob-prob+f~h
250 continue

prob-i. -prob
return

0
0 case *2 nsmaJllyO and nlargex 0
0

300 continue
f-1.

do 350 i-nsmeally~ny
if (i.gt.nsmally) go to 310

do 305 J-i,nsmally
- nyp-nyp-i

np-np-i
f-(f*nyp) /np

305 continue

if (fi.lt.ny) go to 310
308 h-i.

go to 345
310 if (i.eq.ny) go to 308

nyy-nyp- 1
np.-np-i
f-.(fnyp)/np

320 rn-np-i
nxp-nx
g-(i.*nrxp)/rn

do 340 J-nlargez~nx-i
if (J.gt.nlargex) go to 330

12



do 325 k=l,nlargex
nxp = np -2.

g=.(g~nzp)'rn
h-g

325 continue

go to 340
330 nxp-nxp-i

9-(g'nzp) /r

340 continue

345 prob-pzrob+f*h
350 continue

return

o case #3 nsrnallx)0 and nlargey,0

400 continue
if (nsmallx.ne.nJlargex) go to 401
prob-0 .5
return

401 ns-rnin(nsmallx. nlargex)
nl-rnax(nsmallx. nlar,,e)
f-1.0

do 450 i-nl,nx
if (i.gt.nl) go to 410

do 405 J-i,nl
nxp-nxp-i
np-np-i
f - ( fS* nxp) / np

405 continue

if (i.lt.nx) go to 420
408 h-i.

go to 445
410 nip-nxp-I

np-np-i
f(ftnxp)mnp
if (i.eq-az) 1.o to 408

420 h-0.
rn-np-i
nyp-ny
g-(i. 2nyp)/rn
if (nyp.eq.1) go to 422
rn-r-i
nyp-nyp-i
g..(gwnyp) /m

13



422 fl=..
12.pp-snxp

do 425 J-i,n
nxpp-nxzpp- 1
if (nxpp.eq.O) go to 426
rn-r-i
f1-(fi*nxpp) /'r
h-h+g*f 1

425 continue

426 rn-np-i

nyp-ny

g-(g~nyp)/rn
fl-i.

do 440 ,J-i,ny-i
nyp-nyp- 1
rn-r-i
fl-(fl*nyp)/rn
h-h+g*fi

440 continue

445 prob-prob+ft h
450 continue

if (nsrnailx.gt.nlaz'gex) prob-i.O-prob
return

0
0 case #4 nsrally>O and nlargey,0

500 continue
if (nsmally.ne.nlazgey) go to 501
prob-0.5
return

501 ns-rnin(nsnaaJy, nlargey)
nl-rnax(nsrnally. nlaz'gey)
f-1.0

do 550 i-nl~ny
if (-,.gt.n1) go to 510

do 505 j'-1.zl
nyp-nyp-.
np-np-i
f-k'.*nyp)/'np

505 continue

14



if (i.J1t.ny) go to 520
508 h1.

go to 545
510 nyp-nyp-i

np-np-i
f-(f*nyp)/np
if (i.eq.ny) go to 508

520 h-0.
rn-np-i

g *-nxp

if (nxp.eq.i) go to 522

nxp-nxp- i
g-.(g*nxp) /r

522 fi-i.0
nypp-nyp

do 525 j-i,ns
nypp-nypp- i
if (nypp-eq.O) go to 526

fi-(fi'nypp)/n

525 continue

526 r-np-i
g-(nyp-i. )/rn
nip -nx
rn-r-i
g..(g*zlxp) /r
fl-i.

do 540 j-i,nx-i
Dip-nxp-1
rn-rn-i
f1-(fi*nxp) /r

540 hh+9 *f I
54 Oontinue

545 prob-prob+f*hI550 continue
if (nsrally.1t.alargey) prob=1 .0-prob

end


